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Abstract

In this paper, we present a modelling framework for patient flow in a healthcare system using semi-open queueing network models, which introduces a total bed constraint, above which new patients will be refused admission. Hence this model provides a realistic representation of a real system. This approach enables us to have access to a range of established methods that deals with queueing network models. We demonstrate the usefulness of the model in the context of a geriatric department and show that hospital managers can use this model to gain better understanding of the dynamics of patient flow and to study potential long-term impacts of policy changes.

1 Introduction

Patient flow has been recognised as a major factor in improving the efficiency of a healthcare system [1]. In a healthcare system, patients can be regarded as progressing through a set of logical stages that resemble the process of care, such as assessment, diagnosis, rehabilitation and long-stay care, etc [2, 3]. Adopting this view, compartmental models have been developed to explain patient flow through a geriatric department [2]. These models show different phases of care interact to influence admission and discharge of patients in a department of geriatric medicine. Most studies focus on deriving steady-state solutions for systems without bed capacity constraints. That is a system assuming to have as many beds available as required at any time. Clearly this assumption is generally untrue in reality. Therefore, an introduction of bed capacity constraint in such models will provide a more realistic representation of the real world situation.

In a previous study [5], we introduced a modelling framework for patient flow in a healthcare system using a closed queueing network model [6]. This approach enabled us to have access to a range of established methods that deals with queueing network models. It also provides a natural platform for incorporating a capacity constraint on the system, e.g. total number of beds available in a hospital department. In this paper, we present an extension to this approach, which relaxes the assumption in our previous study [5] that the system is always full. This approach, which is based on semi-open queueing network models, introduces a total bed constraint (above which new patients will be refused admission), which relaxes the assumption that the system is always full (i.e. a closed network) and hence provides a more realistic representation of a real system. We show that our results are applicable to both the closed network model and open network model (as discussed by Irvine et al [4]) since they are simply special cases of the semi-open network model.
Figure 1. Health care system modelled with $M$ phases. $p_{i,i+1}$ ($i = 1, \ldots, M - 1$) represent the transfer probabilities and $p_{i,0}$ ($i = 1, \ldots, M$) the discharge probabilities. Subscript 0 represents the state of being outside the healthcare system.

In the following section, we introduce the queueing network approach to the analysis of the healthcare system. In Section 3, we derive the corresponding performance measures, such as loss probability of the system and expected occupancy level. In Section 4, a case study is presented to illustrate the application of the proposed model to a hospital geriatric department. Conclusions and directions for further research are given in Section 5.

2 Queueing network models for healthcare systems

The progression of patients in a healthcare system is modelled as consisting of a set of conceptual phases. On admission, patients enter the 1st phase, which could correspond to assessment, diagnosis, etc. After staying a period of time, they are either discharged (including by death), or transferred into the 2nd phase, which could be some form of rehabilitation. The process continues until at the final phase all patients are eventually discharged. A diagrammatic representation of the system with $M$ phases is shown in Fig. 1. The transfer probability $p_{i,i+1}$ ($i = 1, \ldots, M - 1$) represents the probability that a patient will move to phase $i + 1$ upon completion of phase $i$; and $p_{i,0}$ ($i = 1, \ldots, M$) is the discharge probability upon leaving phase $i$. We assume new patients arrive at a constant rate $\lambda$ per unit time (taken to be days without loss of generality). Further, we assume that there are a total of $K$ beds in the system. That is there are at most $K$ patients in the system at any one time. Under this setting, the system will admit patients for as long as there is available beds, and patients will be turned away when there is no empty beds left in the system. A service node of the queueing network is one of the phases. The servers at a service node are all hospital beds providing the corresponding phase of care at the time. The number of servers at each service node varies with time depending on the dynamic use of each bed, as patients move through care phases.

More specifically, the number of servers at node $i$, denoted by random variable $L_i$ ($i = 1, \ldots, M$), varies between 0 and $K$ and satisfies the condition $\sum_{i=1}^{M} L_i \leq K$. We further assume that, for a server of service node $i$, its service time follows an exponential distribution with mean $1/\mu_i$, where $\mu_i$ is the constant service rate per bed, i.e. the average number of patients treated per day per bed.

We solve the homogeneous linear system $e_i = \sum_{j=0}^{M} e_j p_{j,i}$ ($i = 0, 1, \ldots, M$), for the relative arrival rates $e_i$ ($i = 1, \ldots, M$) to within a multiplicative constant [6]. The relative arrival rates are the effective rates of patients entering each phase per day. Assuming $e_0 = 1$, the relative arrival
rate $e_i$ becomes

$$e_i = \prod_{j=1}^{i-1} p_{j,j+1}, (i = 2, \ldots, M)$$

(1)

which is the proportion of admitted patients who will enter phase $i$.

It can be shown that the joint probability distribution of the number of patients in each phase is given by [6]

$$\pi(l_1, l_2, \ldots, l_M) = \frac{1}{H(K)} \prod_{i=1}^{M} \frac{\rho_i^{l_i}}{l_i!}, \quad \text{for } \sum_{i=1}^{M} l_i \leq K,$$

(2)

where $l_i$ is the number of patients in the $i$th phase; and $\rho_i = \lambda e_i / \mu_i$ ($i = 1, \ldots, M$), in which $e_i$ is the relative arrival rate to phase $i$, $\mu_i$ is the constant service rate per bed of phase $i$, and $H(K)$ is the normalisation constant. By the use of the multinomial theorem, $H(K)$ can be computed in the following closed-form

$$H(K) = \sum_{k=0}^{K} \frac{1}{k!} \left( \sum_{i=1}^{M} \rho_i \right)^k.$$  

(3)

2.1 Special case: closed network

A closed network is a special case of the semi-open network model where the system is always full. In other words, a discharge from the system is immediately replaced by an admission. Such condition is reasonable for hospital departments that usually run at full occupancy level. Under this condition, the normalisation constant is given as $H(K) = (\sum_{i=1}^{M} \rho_i)^K / K!$, and therefore (2) becomes

$$\pi(l_1, l_2, \ldots, l_M) = \frac{K!}{l_1! \cdots l_M!} \prod_{i=1}^{M} r_i,$$

where

$$r_i = \frac{e_i / \mu_i}{\sum_{j=1}^{M} e_j / \mu_j}$$

(4)

This suggests that the number of patients in each phase jointly follow a multinomial distribution with parameters $K$ and $r_i$ ($i = 1, \ldots, M$).

2.2 Special case: open network

An open network is another special case of the semi-open network model where the system is assumed to have infinite capacity to admit patients. Under this condition, we can show that the normalisation constant reduces to $H(K) = \exp(-\sum_{i=1}^{M} \rho_i)$, and (2) becomes

$$\pi(l_1, l_2, \ldots, l_M) = \prod_{i=1}^{M} \frac{\rho_i^{l_i} e^{\rho_i}}{l_i!},$$

(5)

which implies that the number of patients in phase $i$ ($i = 1, \ldots, M$) are independent Poisson distributed random variables with rate $\rho_i$.

Although it is rarely true in reality that a hospital department will have almost infinite bed capacity, this special case can still be useful in representing an ideal scenario for comparison purpose.
3 Performance measures

Measures of system performance, such as the loss probability of the system (i.e. the probability that a patient has to be turned away because the system is full), expected occupancy level, effective admission rate, etc, can be easily computed.

Since the probability that there are \( l \) (\( l \leq K \)) patients in the system is given by

\[
\pi_l = \sum_{\sum_{i=1}^M l_i = l} \pi(l_1, l_2, \ldots, l_M) = \frac{1}{H(K)} \left( \sum_{i=1}^M \rho_i \right)^l / l!,
\]

therefore, the loss probability of the system, i.e. the probability that a patient has to be turned away because the system is full, is the probability that there are exactly \( K \) patients in the system, which is given by

\[
P_{\text{loss}} = \pi_K = \frac{1}{H(K)} \left( \sum_{i=1}^M \rho_i \right)^K / K!.
\]

The expected number of patients in the system is given by

\[
E[L] = \sum_{k=1}^K k \pi_k = (1 - P_{\text{loss}}) \sum_{i=1}^M \rho_i,
\]

with the corresponding variance as

\[
\text{Var}[L] = (\pi_K - \pi_{K-1} - \pi_K^2) \left( \sum_{i=1}^M \rho_i \right)^2 + (1 - \pi_K) \sum_{i=1}^M \rho_i.
\]

Similarly, the expected number of patients at the \( i \)th phase (\( i = 1, \ldots, M \)) of the system is given as

\[
E[L_i] = (1 - P_{\text{loss}}) \rho_i,
\]

with the corresponding variance as

\[
\text{Var}[L_i] = (\pi_K - \pi_{K-1} - \pi_K^2) \rho_i^2 + (1 - \pi_K) \rho_i.
\]
4 Application of the model

We demonstrate the use of the model using parameters reported by Parry [7], who applied the methodology proposed in [2] to analyse the data of a geriatric department, which had 473 beds. Three phases were suggested - acute care (1st phase), rehabilitation (2nd phase) and long-stay care (3rd phase) with average length of stay being 9 days, 67 days and 863 days, respectively. Upon leaving the 1st phase, 7% of the patients move to the 2nd phase, of which 17% move to the 3rd phase (see Fig. 2). New patients arrived at an estimated rate of 19 patients per day.

Using equations derived in the previous sections, we compute that the number of patients in the department is expected to be \(447.9\) (s.d. = 16.2), and the expected number of patients in each phase is 168.2 (s.d. = 11.9), 87.7 (s.d. = 9.0), 192.0 (s.d. = 12.6), respectively. This suggests that more than 40% of the beds are expected to be occupied by long-stay patients. The expected occupancy level is 94.7%, and the probability that a patient will be refused admission because the department is full is expected to be 0.016.

In addition, we can use the model to study how the performance measures change in relations to changes in system parameters, such as bed capacity, arrival rate, etc. Fig. 3 shows how changes in bed capacity and patient arrival can have a large impact on expected occupancy level in the department. Hospital managers can use the contour plot to estimate the number of extra beds required to cope with increased demand if the department is simply to maintain the same level of occupancy level. Generally, the number of beds in a department represents a trade-off between the desire to lower the risk of turning patient away because the department is full, and the preference of having high occupancy level. Fig. 4 shows the impact of changing bed capacity on loss probability and expected occupancy level. This plot allows hospital managers to visualise and balance these conflicting goals when deciding on the number of beds.
Figure 4. The effect on loss probability and expected occupancy level due to changes in bed capacity. Current bed capacity is indicated by the gray line.

5 Conclusion

In this paper, we introduce a novel approach to the development of a realistic and generic model of patient flow in a health care system. By incorporating a total bed capacity constraint, above which new patients will be refused admission, this model provides a realistic representation of a healthcare system. Health care policy makers will be able to use this model to gain better understanding of the dynamics of patient flow and to study potential long-term impacts of policy changes, which will contribute to better care for patients.
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